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Inductive Risk, Deferred 
Decisions, and Climate Science 
Advising
Joyce C. Havstad and Matthew J. Brown

Introduction

!e argument from inductive risk (Douglas 2000, 2009; Rudner 1953) holds 
that scientists must set standards of evidence for inferential decisions in sci-
ence according to the possible consequences of error— including both false 
positives and false negatives— at least in those cases where there are pre-
dictable social, political, or ethical consequences of such error. Another 
way to put this point is to say that scienti)c practice requires non- epistemic 
value- laden judgments even at those so- called “internal” stages of science 
traditionally considered clear of non- epistemic values. Evidence, logic, and 
epistemic values can tell us something about the strength of support for 
some claim, but they alone cannot compel a scientist to make the choice to 
assert, infer, accept, or endorse that claim.1 !us, according to the argument 
from inductive risk, the scientist qua scientist must make classically norma-
tive judgments.

One major line of response to this argument holds that, in these kinds of 
cases, scientists can (and ought to) defer value- laden decisions on standards 
of evidence, and thus whether to accept or reject hypotheses, simply com-
municating the evidence plus its attendant probabilities and leaving it for 

1.   So long as the claim is a non- trivial, empirical claim that amounts to an ampliative inference. 
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others (such as policymakers) to choose the “correct” evidential standards 
(see Betz 2013; Je+rey 1956; Mitchell 2004). !is deferred- decision response 
acknowledges the value- ladenness of decisions to accept or reject hypotheses 
(and other decisions), but attempts to take those value- laden decisions out 
of the hands of scientists. For reasons already articulated philosophically by 
Richard Rudner (1953) and expanded upon by Heather Douglas (2009), this 
line of response to the argument fails. Very brie.y, those reasons include: that 
the assertion of claims about the evidence plus its attendant probabilities is 
itself subject to inductive risk; that the evidence thus presented is the result 
of inductively risky processes of data collection, characterization, and aggre-
gation; and that even if scientists attempt to arbitrarily defer certain induc-
tively risky decisions toward the end of their assessments, these decisions are 
inevitably preceded by a series of other inductively risky decisions requir-
ing non- epistemic value judgments. Scienti)c practice necessarily incorpo-
rates a complex series of judgments whose complete deferral is unattainable. 
Furthermore, the technical complexity of many of those decisions makes the 
elimination of expert judgment impractical and undesirable.

Despite these objections, variations on the deferred- decision response to 
the argument from inductive risk continually reappear in new proposals for 
models of science advising, including models that have recently been designed 
for and applied to the case of climate science. For instance: Roger Pielke Jr.’s 
(2007) honest broker of policy alternatives and Ottmar Edenhofer and Martin 
Kowarsch’s (2015) pragmatic- enlightened model (PEM) are two examples 
of newly proposed models of science‒policy interaction, both of which are 
meant to reform climate science advising. Yet because these newly proposed 
models each presume that deferral of value- laden scienti)c decisions is a vi-
able response, they both fail to appropriately accommodate the problem of 
inductive risk. !ese ideals adopt a posture of neutrality, but they must in 
practice present a narrow, greatly simpli)ed space of options. !e presenta-
tion of options under the guise of neutrality serves to obscure, rather than 
highlight, the value- laden series of decisions that precedes the presentation of 
those same options.

In this chapter, we focus on the PEM. !is model is especially worthy of 
philosophical scrutiny because of its practical application: it was designed by 
the leaders of, and has been at least partially put into practice by, Working 
Group III (WGIII) of the Intergovernmental Panel on Climate Change 
(IPCC). !e focus of WGIII of the IPCC is on mitigating the e+ects of cli-
mate change— an area where the likely social consequences of judgments of 
inductive risk are particularly salient. Most notably, the designers of the PEM 
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seem to accept most of the inductive risk argument for the value- ladenness of 
science; but their response to this argument makes the same appeal to deferral 
of value- laden decisions as have so many others before it.

In what follows, we provide an initial sketch of the PEM. !en we dem-
onstrate how— although the PEM improves on traditional models of science 
advising, such as the linear model and that of evidence- based policy— it un-
fortunately incorporates the untenable deferred- decision response to the ar-
gument from inductive risk. We thus argue that the PEM does not adequately 
model how to integrate non- epistemic values with climate science and policy. 
Next we suggest amendments to the PEM, in order that it might truly meet 
the challenges of the argument from inductive risk, and begin to comprehen-
sively confront the value- ladenness of climate science. We conclude by sum-
marizing our critique as well as the ongoing value of the PEM, and in closing 
we assess the ongoing popularity of deferred- decision style responses to the 
argument from inductive risk— cautioning against further pursuit of this 
style of response.

The Pragmatic- Enlightened Model

!e PEM was recently proposed (in 2012)  by Ottmar Edenhofer, di-
rector of WGIII of the IPCC, and Martin Kowarsch, head of the working 
group on Scienti)c Assessments, Ethics, and Public Policy at the Mercator 
Research Institute on Global Commons and Climate Change.2 Edenhofer 
and Kowarsch’s PEM attempts to carve out a conceptual space for scienti)c 
results that is objective yet value- laden, while remaining true to the IPCC’s 
commitment to providing science advice that is “policy- relevant and yet 
policy- neutral, never policy- prescriptive.”3 !is commitment of the IPCC— 
to providing neutral and relevant but not prescriptive advice on climate 
policy— is a central one, and it is one that was negotiated quite early in the 
development of the organization’s mission.4

2.   As far as we know, the PEM was )rst sketched by Edenhofer and Kowarsch in a working paper 
from 2012, called “A Pragmatist Conception of Scienti)c Policy Advice.” An updated version of the 
model was recently published, in 2015, in a paper titled “Cartography of Pathways: A New Model for 
Environmental Policy Assessments.” Ongoing references to the PEM will be to the model presented in 
the published version of the paper.

3.   Quoted from: https:// www.ipcc.ch/ organization/ organization.shtml.

4.   For more on the negotiation of the IPCC’s commitment to relevant yet neutral, non- prescriptive 
climate policy, see Brown and Havstad (2017).
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It is also a commitment that is particularly hard to satisfy, given the ar-
gument from inductive risk.5 Inquirers always need some kind of practical 
reason to accept a certain level of evidential support as su6cient. Purportedly 
neutral attempts remain value- laden; it is just that the values involved are in-
appropriately veiled or implicit, rather than properly re.ective and explicit.6 
!is consequence of the argument from inductive risk is why it poses such a 
powerful challenge to the value- free ideal— an ideal that, for better or worse, 
has historically characterized and continues to characterize so much of the 
scienti)c ethos.

Although the norms of objectivity, neutrality, and the value- free ideal may 
e+ectively guard against bias and corruption in many parts of science, as the 
argument from inductive risk shows, these norms may actually be hiding bias 
and encouraging illicit importation of values.7 !is is because the value judg-
ments are essential to the scienti)c practice, yet when they are made they are 
hidden, in a mistaken e+ort to maintain the appearance of allegiance to the 
value- free ideal, or implicit, in a heads- in- the- sand way. In a sense, the deep 
challenge of the argument from inductive risk is to appreciate what the norms 
of objectivity, neutrality, and the value- free ideal have done for science while 
simultaneously constructing a method for functioning without them in cases 
where they simply cannot apply— like those cases covered by the argument 
from inductive risk.8

5.   For more on the meaning of the IPCC’s commitment to relevant yet neutral, non- prescriptive cli-
mate policy, see Havstad and Brown (2017).

6.   !is is not a causal- explanatory claim, what Daniel Steel (2016) describes as the “descriptive in-
terpretation” of the argument from inductive risk. Rather, even if no conscious or unconscious value 
judgment guides the decision, there is always a practical decision to accept a certain amount or type 
of evidence as su6cient, and as such the decision implies a practical reason (value). In this sense, all 
decisions subject to the normative argument from inductive risk are, as a matter of fact, value- laden.

7.   Douglas (2000, 577– 8) divides science into four areas: (a) where there is low uncertainty, or chance 
of error; (b) where making a wrong choice, or erring, has no real impact outside of research; (c) where 
the science will likely be useful, but non- epistemic consequences of error are hard to predict; and 
(d) where there are predictable non- epistemic consequences of error. In the )rst two areas, the argu-
ment from inductive risk is not a salient consideration, and scientists generally will not need to consider 
non- epistemic values. In the third area, the argument from inductive risk is likewise not so salient, as 
the scientists cannot make value judgments about consequences they cannot reasonably foresee. !is 
is a so- called gray area, and in this area the matter will have to be decided on a case- by- case basis. (Such 
situations do suggest the need for scientists to develop their moral imagination as far as reasonably 
possible.) In the fourth area non- epistemic values are, Douglas argues, a necessary part of scienti)c 
reasoning.

8.   !is challenge is taken up by Douglas in “!e Irreducible Complexity of Objectivity” (2004) and in 
her Science, Policy, and the Value- Free Ideal (2009), especially  chapter 6.
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!is is the challenge faced by Edenhofer and Kowarsch in their attempt 
to (on the one hand) create a model of climate science advising that produces 
relevant but neutral, non- prescriptive policy advice, while they also (on the 
other hand) acknowledge that the argument from inductive risk forcefully 
applies in this arena. As they do much to try to meet this bivalent challenge, 
there is much to like in the PEM.

On the later hand, Edenhofer and Kowarsch seem to unreservedly 
admit that scienti)c knowledge is thoroughly value- laden. !is admission 
is expressed in at least three distinct ways. First, the designers of the PEM 
cite a variety of approaches from the philosophy of science to confront the 
value- ladenness of science— including Douglas’s inductive risk approach and 
Putnam’s “thick ethical concepts” approach (Edenhofer and Kowarsch 2015, 
57). !ey especially seem to fully accept what Putnam (2002) calls “the en-
tanglement of fact and value” (Edenhofer and Kowarsch 2015, 59). Second, 
Edenhofer and Kowarsch espouse a thoroughgoing pragmatism, and their 
model relies heavily on not just the neo- pragmatist philosophy of Putnam but 
also on the classical American pragmatism of John Dewey (Edenhofer and 
Kowarsch 2015, 58). !ird, and perhaps most radically, in a truly Deweyan 
vein, they insist on signi)cant stakeholder engagement as part of the scienti)c 
process (Edenhofer and Kowarsch 2015, 61).

Elaborating on the second point: advocates of the inductive risk argument 
against the ideal of value- free science are generally committed to a very basic 
form of pragmatism, insofar as they deny that one can always and completely 
separate thought and action. In other words, adherents of the argument are 
at least in some form committed to rejecting the claim that one can, in ge-
neral and correctly, evaluate beliefs or decide whether to accept, infer, assert, 
or endorse a hypothesis without taking into account the implications of that 
belief or hypothesis for decision- making and behavior. But Edenhofer and 
Kowarsch do not merely make this broad and vague commitment to pragma-
tism. Rather, they go much further and commit themselves to a fully pragma-
tist, Deweyan theory of inquiry.9

For Edenhofer and Kowarsch’s purposes, the key points of the Deweyan 
theory are that:  (a)  inquiry is a means of resolving problematic situations; 
(b) the evaluation of a hypothesis is primarily done in terms of its practical 
problem- solving success (potential and then actual); (c) the results of inquiry 
are monitored and judged a<er the fact in their implementation; and (d) the 

9.   Elaborated on page 58 of Edenhofer and Kowarsch (2015).
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entire collection of practical objectives (both those whose problematic exe-
cution spurred inquiry in the )rst place, as well as any standing objectives 
incidentally a+ected by proposed hypotheses) are to be considered as inputs 
to, and evaluated for their validity, in the process of inquiry.10

Edenhofer and Kowarsch furthermore subscribe to the pragmatist meta- 
ethical commitment of the “interdependency of objectives and means” (2015, 58), 
articulated by Dewey and others as the “continuum of ends- means” (Anderson 
2014; Dewey 1939; Waks 1999). On this view, there are no a priori, self- justifying 
ends- in- themselves. Rather, we )nd ourselves in our activities with certain ends- 
in- view— themselves actual or potential means to further ends— as well as with 
ideas about the means to those ends. As inquiry is spurred by problems, in try-
ing to reach those ends, not only the means but the ends too may themselves be 
revised. As a result and on this view, in the course of policy- relevant scienti)c 
inquiry many components of the processes— facts, data, hypotheses, plans, poli-
cies, values, goals, and so on— are all put up for grabs.11

Finally, with respect to the third point, the PEM commits itself to sig-
ni)cant stakeholder participation not just at the very end of the pipeline, 
when it comes time to evaluate policy proposals, but at every stage of the 
inquiry— including the de)nition of the problem requiring scienti)c analysis 
and policy amelioration. !is accords well with Deweyan conceptions of de-
mocracy as well as with Douglas’s (2009) insistence on a democratic analytic- 
deliberative process for policy- relevant science.

And yet, in the former hand lies the fundamental tool of the PEM— 
Edenhofer and Kowarsch’s response to the other half of the bivalent chal-
lenge. !is is where Edenhofer and Kowarsch’s model di+ers from generally 
pragmatist models and standard inductive risk accounts: in the idea of “map-
ping out” a set of alternative, scienti)cally viable “policy pathways” that scien-
tists, policymakers, and stakeholders can then consider and adjudicate among 
(Edenhofer and Kowarsch 2015, 60).12 !ese pathways are to be built by 
combining and mutually revising scienti)c evidence in concert with various 

10.   For more on Dewey’s theory of inquiry, see Brown (2012), Dorstewitz (2011), and Hickman (2007).

11.   To use Edenhofer and Kowarsch’s cartographic metaphor: when the map does not help us navigate 
where we want to go, it is not only our choice of map but also our choice of destination that is up for 
grabs, depending on further facts of our situation. More on Edenhofer and Kowarsch’s cartographic 
metaphor very shortly.

12.   Note the cartographic terminology. Edenhofer and Kowarsch speak, throughout their (2015) paper, 
of mapping, pathways, routes, and the like. Much of the intuitive appeal of the PEM lies in the sugges-
tive force of this metaphor. As such, we will employ and extend Edenhofer and Kowarsch’s cartographic 
metaphor in our own critique of the model (developed in the next section).
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policy means, objectives, and value judgments into potential policy solutions 
(Edenhofer and Kowarsch 2015, 60– 1). Furthermore, once policies are imple-
mented, the PEM requires that their consequences be carefully monitored, 
and the cartography of policy pathways reapplied, based on the analysis of 
those consequences (Edenhofer and Kowarsch 2015, 61 and 63). So these al-
ternative policy pathways are also intended to respect the interdependency of 
objectives and means— and thus they are meant to include not only policies, 
along with the relevant scienti)c information, but also the objectives associ-
ated with those policies and the expected (social) consequences of the imple-
mentation of those polices. In other words, the pathways incorporate value 
judgments both in the sense of policy goals and side- constraints on accept-
able science and policy.

For instance, Edenhofer and Kowarsch are fundamentally concerned, as 
we are, with the development of viable policy pathways for addressing the 
problem of global climate change. !ey instantiate their theoretical model of 
pathway- creation with a proposal for climate science advising that imagines 
the “di+erential costs, risks, climate impacts as well as co- e+ects” (Edenhofer 
and Kowarsch 2015, 62) that might be associated with a 1.5°C, 2°C, or 3.5°C 
rise in global temperature. Considering di+erent temperature outcomes gets 
assessment going down several di+erent pathways. Considering not just 
impacts but also costs, risks, and co- e+ects ensures that assessment com-
bines scienti)c predictions with predictions about the social, political, and 
ethical implications of going down particular pathways. And )nally, con-
sidering the consequences of taking various pathways requires monitoring, 
revision, and adjustment. Edenhofer and Kowarsch are quite clear on this 
last point:  “Mapping policy pathways in assessments is an iterative exer-
cise that frequently requires adjustment if new forks in the road, alternative 
destinations, pitfalls and uncharted territories turn up” (2015, 63). More on 
Edenhofer and Kowarsch’s proposed instantiation of the PEM in the case of 
global climate science and policy follows in the next section.

But returning now to their theoretical apparatus:  providing a range 
of options is supposedly pragmatic; allowing stakeholders and others to 
choose among these options is meant to be democratic. !e role of values 
in science is purportedly respected, but those doing the scienti)c advising 
on policy alternatives need not commit themselves to or apply controversial 
values; rather, those advising with respect to science and policy merely pro-
vide alternative assessments, taking various alternative values into account, 
and others more appropriately positioned to choose among the candidate 
value- laden options can then do so. !e cartography of policy pathways 
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putatively avoids the problem that Pielke (2007) refers to as “stealth issue 
advocacy”— by o+ering a variety of options— while simultaneously incor-
porating a more realistic and normatively adequate account of the role of 
values in science than does Pielke’s own model of the honest broker of policy 
alternatives (at least according to Edenhofer and Kowarsch 2015, 57). To 
be clear, each “pathway” is supposed to instantiate responsible, value- laden 
science in the sense the inductive risk argument demands; the PEM’s nov-
elty comes in providing a range of di+erent policy pathways, given di+erent 
possible objectives and values, and deferring the decision between them to 
the policymakers.

We hypothesize that the creation of this value- incorporated cartography 
of alternative policy- pathways is Edenhofer and Kowarsch’s way of attempt-
ing to accommodate the argument from inductive risk while simultaneously 
following the IPCC’s mandate to adopt a model of climate science advising 
that produces relevant but neutral, non- prescriptive policy advice. In order 
to avoid the charge of policy prescriptiveness, and retain the IPCC’s stated 
aim of policy neutrality, the PEM recommends charting a variety of alterna-
tive policy pathways. !e role of values in assessment of policy alternatives is 
admitted by the PEM— but where values are controversial, the model requires 
building in alternative pathways according to alternative sets of values. !is 
is where the deferred- decision response to the argument from inductive risk 
kicks in; it is also where the PEM falters.

The Impossibility of Deferring 
Value- Laden Decisions

On the face of it, the PEM o+ers a happy compromise: values are incorpo-
rated into climate science advising; yet it is not the (unelected, unrepresent-
ative) scientists who are making the non- epistemic value judgments. !e 
scientist advisers are merely o+ering a selection of value- incorporated scenar-
ios for those (elected or appointed) public representatives who can properly 
choose among the attendant values to do so, and in an informed way that 
guides policymaking according to which non- epistemic values are the chosen 
ones and in combination with the relevant scienti)c facts.

But the PEM fails, in philosophical and practical terms, in both its 
attempts— to avoid policy prescription and to respect the role of non- 
epistemic values in those scienti)c cases where the argument from inductive 
risk applies. In philosophical terms, the nature of this joint failure is best 
understood in terms of the inductive risk argument and the relationship it 
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reveals between uncertainty, choice, consequences, responsibilities, and nor-
mative value judgments.

!e inductive risk argument relies on the endemic and pervasive uncer-
tainties in science to show the need for non- epistemic value judgments 
throughout the course of scienti)c research. !e fundamental requirements 
of empirical adequacy and logical consistency alone cannot compel scien-
tists to do things one way rather than another— to choose this over that 
methodology, this characterization of ambiguous data over that, this or that 
conceptual framework, a higher or lower standard of evidence, and so on. 
Rather, the scienti)c process involves a series of unforced choices which lead 
to results that, while signi)cantly constrained by logic and evidence, are still 
highly contingent on the set of prior choices made. Such choices o<en incor-
porate, either directly or indirectly, non- epistemic as well as epistemic value 
judgments.

As the last half- century or more of philosophy of science has shown, these 
value- laden choices are generally made on the basis of a mix of background 
assumptions, methodological conventions, tacit knowledge, research tradi-
tion, and so on, but they are nonetheless choices, in the most basic sense, 
that could be made di+erently than they are.13 While many proponents and 
detractors of the inductive risk argument focus only on the )nal choice in 
the course of a scienti)c inquiry— that of accepting, believing, or certifying 
a hypothesis or theory on the basis of the evidence available— in fact, scien-
ti)c inquiry consists in a cascading series of such value- laden choices.

!e import of the argument from inductive risk is o<en limited: some-
times uncertainty is so low that the chance of error is vanishingly small; some-
times the chance of error is socially negligible because the relevant science 
has no ethically salient aspects; and sometimes the socially signi)cant conse-
quences of error simply cannot be anticipated (Douglas 2000, 577– 8). But in 
those cases of signi)cant uncertainty where readily foreseeable social conse-
quences will pertinently follow from those innumerable value- laden choices 
made throughout the scienti)c process, the argument from inductive risk 
does have signi)cant import for the choices made throughout the process.

13.   Notably, researchers may o<en not see themselves as choice- makers. !ey can, however, be made 
to recognize this feature of their work, and this awareness can improve the social and ethical responsi-
bility of the science in question. Erik Fisher’s program of Socio- Technical Integration Research (STIR) 
consists in a process he calls “midstream modulation” aimed at doing just that— raising consciousness 
among scientists of their role as socially responsible choice- makers (Fisher et al. 2006; Fisher 2007; 
Fisher and Schuurbiers 2013).
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Climate science is obviously a case in point:  there is signi)cant uncer-
tainty, especially with respect to the upcoming e+ects of anthropogenic 
global climate change; it is undeniable that some of these upcoming e+ects 
will have social consequences; and some of these looming social consequences 
are readily foreseeable. As a result, the choices made by climate scientists (and 
climate science advisors) throughout the scienti)c (and political) processes 
are covered by the argument from inductive risk.

One of the premises of the argument is that “scientists have the same moral 
responsibilities as the rest of us” (Douglas 2000, 563). !e argument (elabo-
rated in Douglas 2009) reminds us that scientists are also moral agents— they 
do not shed their ordinary moral responsibilities when they step into the lab, 
the )eld, or the conference room. Insofar as climate scientists make choices, 
and the social consequences of those choices are reasonably foreseeable, cli-
mate scientists have a responsibility to weigh those consequences when mak-
ing their choices, lest they be morally negligent.14 And this process of weighing 
social consequences is just what making a value judgment consists in.15

Putting these points together— points about the integration of choice 
throughout the scienti)c process, the kinds of cases where the argument from 
inductive risk applies, the obvious fact that climate science is one of these 
cases, and the presumption that scientists are not excused from their normal 
moral responsibilities simply because they are scientists— raises a philosoph-
ical problem for the PEM. Edenhofer and Kowarsch seem to think that sci-
ence advisors can and should defer their value- laden decisions throughout 
the scienti)c and advisory processes relating to anthropogenic global climate 
change; but this is impossible. Such decisions are inexorably laced throughout 
the relevant processes, and it does a disservice to scienti)c practitioners and 
practice alike to pretend that such decisions neither can nor should be made.

In practical terms, although Edenhofer and Kowarsch pay lip service to 
the philosophical point that scienti)c work is thoroughly value- laden, they 
are much less precise when it comes to how making such value judgments ac-
tually works in science. !is lack of precision becomes a signi)cant problem 

14.   !is holds only, of course, when the choice is genuine and unforced. Insofar as evidence and logic 
constrain a scienti)c (or other kind of ) choice, weighing consequences of the (forced) choice is just to 
fall into wishful thinking or outright deception.

15.   We prefer to read social “consequences” here in a maximally broad way, as there are competing value 
systems on o+er, and utilitarianism is certainly not the only option— it is not the case that all the can-
didate options are broadly consequentialist, even. On such a broad reading of the term, even something 
like violating a person’s rights counts as a negative social “consequence.”
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when they get down to the dirty work of constructing the alternative policy 
pathways that the PEM is supposed to o+er.

Consider Edenhofer and Kowarsch’s set of three potential climate policy 
pathways, which happen to correlate with the aforementioned trio of poten-
tial rises in global temperature ( )gure 6.1).

O+ering this set of three potential climate policy pathways presents the 
role of values in climate science as somehow limited to the question of which 
of these three global temperature change outcomes scientists ought to con-
sider when assessing climate research and designing policy responses. It also 
raises more questions than it answers— about how Edenhofer and Kowarsch 
or anyone else could determine who might be a+ected by such global temper-
ature changes, and how. It is unclear why Edenhofer and Kowarsch identify 
the assessment dimensions that they do, and whether the potentially a+ected 
parties ought to be demarcated as they have been demarcated here. Yet what 
should be clear is that, in considering possible temperature outcomes as well 
as assessment dimensions and groups of a+ected parties, scientists do not 
face just one or even a small number of choices. Instead— as Edenhofer and 
Kowarsch themselves at times admit, and as we stressed during our philo-
sophical critique of the “cartographic” aspect of the PEM— scientists face a 

Figure 6.1 A reproduction of Edenhofer and Kowarsch’s  )gure 3 “Potential key dimen-
sions of future IPCC WG III assessments” (2015, 62). In addition to demarcating three 
potential temperature outcomes, they also identify four di+erent “assessment dimensions” 
and delineate )ve groups of a+ected parties for each outcome. Reproduced by permission.
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complex series of amplifying and interrelated choices with respect to every-
thing from what the potential temperature outcomes are to who ought to be 
grouped together as a+ected by such outcomes.

!is problem of choice ampli)cation and interrelation is masked by the 
fact that Edenhofer and Kowarsch discuss these policy pathways, based on 
varying long- term global temperature rise targets, in only the most general 
and abstract of terms, rather than delving into the concrete details of these 
choices. !e climate projections that form these pathways are based in enor-
mously complex computer models, both climate models and “integrated 
assessment models” (IAMs) (which include not only physical processes, but 
model technical and human systems and impacts, see IPCC 2014, 51). As 
Eric Winsberg points out, “climate modeling involves literally thousands of 
unforced methodological choices” (2012, 130), a result of the fact that such 
models are highly idealized and incredibly complex, and doubly so when we 
consider IAMs that include human factors like economic systems and agri-
cultural development. Such choices might include decisions about di+erent 
possible parameterizations and model structures, particular parameter values, 
choice between di+erent approximation methods, decisions about which cli-
mate forcings to include in the model or exclude as insigni)cant or approxi-
mate with a simple parameter, choice of higher or lower model resolution (or 
grid size), decisions about aggregating ensembles of models, and so on.

By unmasking the complexities of climate change modeling, and com-
bining these complexities with the unresolved issues of outcome and assess-
ment demarcation, it becomes easy to see that Edenhofer and Kowarsch’s 
“cartographic” project quickly runs into a multiplying e+ect. For every new 
climate modeling choice— how to model cloud formation, say, or the e+ect 
of melting sea ice16— there are multiple options, multiple ethical and political 
considerations relevant to those options, multiple dimensions of uncertainty 
about just what the consequences will be, multiple ways of grouping sets of 
such consequences according to di+erent dimensions, multiple ways of con-
sidering who will be a+ected by such consequences, and so on. By carefully 
considering what it means to really get into these permutations, we can see 
just how .awed the cartographic project actually is.

Applying and extending Edenhofer and Kowarsch’s own metaphor: it is 
not as though there are only three routes up, say, Mount Everest.17 Rather, 

16.   See Biddle and Winsberg (2010) and Winsberg (2012).

17.   Also known as Sagarmāthā (in Nepal) or Chomolungma (in Tibet).
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there are many potential routes that any given climber can take (perhaps a 
handful of well- supported ones) and on any given day— depending on the 
season, the weather, how many people are going up the route, how skilled 
the guides are, how much and what kinds of assistance the climber accepts, 
and many more (some unknown) variables— the “route” taken might have a 
wildly variable chance of successfully getting the climber up the mountain, 
and may or may not be “safe.”

So what does the “map” look like now? Instead of three neat “pathways,” 
there are dozens, each with di+erent degrees of solidity, each “route” with dif-
ferent chances of leading to multiple “destinations.” And if there are any out-
comes that the climber absolutely wants to avoid (say, death while attempting 
to summit) or the climber absolutely insists must result (say, making the 
summit), then this is drastically going to a+ect the selection of potential 
routes genuinely available to the climber, and the risk that they are willing to 
assume— of false negatives or false positives— with respect to the likelihood 
of those outcomes as projected by their “pathways.”

Now reconsider the main application of the PEM that Edenhofer 
and Kowarsch pursue. Our )gure 6.1 (their  )gure  3) represents Edenhofer 
and Kowarsch’s attempt to apply the PEM to the case of climate science 
advising— speci)cally, to their work on potential mitigation of the e+ects 
of global climate change, via policy recommendation by WGIII in the latest 
complete cycle of IPCC reports (AR5).18 As shown in the )gure, Edenhofer 
and Kowarsch have chosen to consider three possible mitigation targets in 
terms of global temperature rise (1.5°C, 2°C, and 3.5°C). But, of course, there 
are more than three potential outcomes, even using global temperature 
change as the only relevant dimension. !ere is a gradual range of possibili-
ties here: global temperature alone could change by anything between a rea-
sonable lower bound (considering mitigation alone, probably not 0°C, at this 
point) to some unknown but large upper bound. In the Synthesis Report for 
the previous IPCC cycle (AR4), for instance, six di+erent potential tem-
perature outcomes were considered, given in ranges (2.0– 2.4°C, 2.4– 2.8°C, 
2.8– 3.2°C, 3.2– 4.0°C, 4.0– 4.9°C, and 4.9– 6.1°C).19 So, why do Edenhofer 

18.   In their contribution to the IPCC’s Fi<h Assessment Report (AR5), WGIII’s mission is rather 
narrowly de)ned as providing “a comprehensive and transparent assessment of relevant options for 
mitigating climate change through limiting or preventing greenhouse gas (GHG) emissions, as well as 
activities that reduce their concentrations in the atmosphere” (IPCC 2014, vii).

19.   See table  5.1 in the Synthesis Report (IPCC 2007, 67)  from the IPCC’s Fourth Assessment 
Report (AR4).
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and Kowarsch think their three potential outcomes are the relevant ones for 
WGIII in this IPCC cycle (AR5)? Furthermore, why consider global temper-
ature change as the relevant dimension at all? (More on that latter question in 
the next, penultimate section.)

Perhaps it is unfair to pick on Edenhofer and Kowarsch for suggesting 
policy pathways associated with just these three targets for global tempera-
ture rise. A<er all, they are simply trying to give us a sense of how the assess-
ment process would work according to the PEM. Actual application would 
involve a more complicated picture. But it is precisely what happens when 
we move from Edenhofer and Kowarsch’s vaguely speci)ed example of three 
temperature targets to a more realistic picture that shows how the PEM is 
unworkable. !e increasing complexity, and the associated value- relevance 
of each decision, show that cra<ing alternative policy pathways that defer all 
signi)cant value judgments to policymakers is either unworkable, because of 
the problem of the multiplying e+ect, or a wretched subterfuge, because the 
vast majority of relevant value judgments have been made prior to presenting 
a small number of policy pathways to decision- makers. !e overwhelming 
variety and particularity of the value judgments that must be made in the 
course of this kind of inquiry makes the PEM unworkable in the case of cli-
mate change and, we suspect, in many other important environmental assess-
ment situations.

To demonstrate this point, let’s pretend that Edenhofer and Kowarsch’s 
three temperature- based target outcomes are the obvious and only rele-
vant ones. For each of these three potential results, they present four kinds 
of factors (“assessment dimensions”) that are relevant sources of scienti)c 
information for each target: (1) available policy instruments, institutions, 
and technologies; (2) costs and risks of mitigation and adaptation policy 
options; (3) climate impacts and vulnerabilities; and (4) what they call co- 
e+ects on additional policy objectives, which we can think of as side e+ects 
or social consequences of climate policy measures not directly related to 
climate or environment. Even presuming that these four are the only candi-
date sources of relevant scienti)c information, what the philosophical cri-
tique of the PEM reminds us is that, for each of these four factors, there are 
presumably dozens if not hundreds of key value- laden choices to be made. 
Even imagining that there are only something like ten such choices for each 
of the four streams of scienti)c information, and given that Edenhofer and 
Kowarsch also identify )ve groups (once again, a likely underestimate) of 
stakeholders (international, national, states, cities, actor groups) for whom 
relevant consequences and values must be chosen, those “low” numbers 
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result in at least (4 × 10 × 5 =) 200 permutations of the relevant choices 
or considerations per each of the three “cartographic” options. !at is 600 
potential “routes”— and we know that this is an underestimate along every 
relevant dimension.

Edenhofer and Kowarsch tell us that “the PEM- guided cartography of 
the political solution space is clearly an immense and time- consuming e+ort” 
(2015, 63), but the situation is far worse than that. It is an impossible )ction.

Amending the PEM

Edenhofer and Kowarsch as much as recognize the failure of their “carto-
graphic” model, in their own presentation of the PEM, when they talk about 
narrowing the selection of policy pathways:

the scope of possible future pathway analyses has to be narrowed down 
because of the vast range of environmental policy pathways and related 
consequences and the limited resources available for assessment pro-
cesses. However, there is a danger of being biased in this selection of 
pathways. (2015, 60)

!is “narrowing down” is how they keep the PEM from recommending that 
the IPCC’s WGIII adopt the absurd position of “mapping” 600 or more po-
tential “pathways.” But it also transforms Edenhofer and Kowarsch’s valiant 
e+ort to meet the bivalent challenge— of combining the IPCC’s mandate 
of policy neutrality with genuine accommodation of the argument from 
inductive risk— into a failure on both counts. While the narrowing down 
process is still supposed to result in options that “re.ect several politically 
important and disputed objectives, ethical values and prevalent policy nar-
ratives” (Edenhofer and Kowarsch 2015, 60), there is no plausible account 
of the “narrowing down” process that avoids making any non- epistemic, 
policy- prescriptive value judgments. Neither has the argument from in-
ductive risk been properly accommodated, since the process makes non- 
epistemic, policy- prescriptive value judgments in such a disguised, implicit, 
and unre.ective way.

All is not lost, however. !e means to amend the PEM are suggested by 
Edenhofer and Kowarsch’s own presentation of the pragmatist principles 
behind the design of their model. Recall our discussion of their commit-
ment to the notion that science is thoroughly value- laden— especially, the 
third way in which Edenhofer and Kowarsch expressed this commitment. 
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Taking seriously the Deweyan idea of the continuum of means- ends, they 
purportedly designed the PEM with signi)cant stakeholder participation in 
mind: not just at the very end of the pipeline, when it comes time to evaluate 
policy proposals, but at every stage of the inquiry. According to Edenhofer 
and Kowarsch’s own presentation of the overall process and their discus-
sion of what should ideally occur, stakeholders and policymakers ought to 
be involved in, for instance, the process of selecting alternatives to narrow 
down the list of possible pathways. We suggest that actually implementing 
stakeholder participation at this and all other stages of the process of climate 
science and policy advising is the crucial factor that can rescue the PEM— 
although this implementation will result in signi)cant attendant amend-
ments to their model as presented.

What would such a stakeholder- engaged process look like? Again, con-
sider a )gure from Edenhofer and Kowarsch’s own work ( )gure 6.2).

In the )gure, both researchers and stakeholders are present at the initial 
stage in the process, that of problem analysis (upper- le< box). In the original 
caption to the )gure, Edenhofer and Kowarsch attempt to add depth to the 
process depicted:

!e PEM as a model for solution- oriented assessments suggests 
that a<er researchers and stakeholders have jointly framed the 
problem, they explore the objectives, means and consequences. !e 
two white boxes indicate steps in the policy process that are outside 
the assessment- process per se, such as public debate on alternative 
policy pathways, as well as policy decisions and implementation by 

Figure 6.2 A reproduction of Edenhofer and Kowarsch’s  )gure 2 “!e PEM model” 
(2015, 61). Reproduced by permission.
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policymakers. Next, there is a scienti)c ex- post evaluation of the actual 
means- consequences, which is also the starting point for a new assess-
ment cycle. (2015, 61)

Although researchers and stakeholders are identi)ed as working together in 
many aspects of the process as Edenhofer and Kowarsch have depicted and 
described it, it is less clear how they are meant to work together and what 
such an engaged process would look like, post- engagement. Neither the sim-
plistic .ow of this diagram, nor the blithely optimistic caption really takes 
into account what genuine stakeholder involvement at this and other parts of 
the process might entail or produce.

For one, it seems naïve to presume that stakeholders will likely think that 
the relevant outcomes of global climate change will come in a set of three dis-
tinct options— particularly, options having to do with a 1.5°C, 2°C, or 3.5°C 
increase in global temperature. !ose are relative measurements that are, pre-
sumably, loosely and uncertainly correlated with a set of actual phenomena 
that stakeholders are much more likely to care directly about— such as loss 
of coastal property value due to rising sea levels, increased chance of tropical 
storms, rising fuel prices, constraints on energy use for personal consumption 
and economic development, higher food costs, national and international 
instability, loss of environmental resources and diminished biodiversity, 
and so on. Some of these phenomena may be inexorably incurred by certain 
global temperature changes; others may be individually mitigated despite the 
overall temperature change occurring; still others may be more or less readily 
adapted to. Because these phenomena can come apart from one another and 
from overall changes in global temperature, it seems highly unlikely that 
stakeholders (or anyone, really) would want to only, or even primarily, pursue 
unequivocal policy solutions— solutions which respond merely to the relative 
measure as opposed to the many diverse e+ects of the comprehensive phe-
nomenon of global climate change. Edenhofer and Kowarsch’s choice of out-
comes is likely motivated by technical features of the modeling process along 
with understandable considerations of workability, but these concerns seem 
to have swamped those of genuine value judgment and stakeholder interest.

For another, it is not just the contents of any one box that are up for 
grabs— rather, it is the shape of the whole diagram. Commitment to genuine, 
integrated stakeholder participation ought to call into question any presup-
positions with respect to what the shape of the relevant inquiry will look like. 
Stakeholders should be involved in a discussion of the process in which they 
will participate; stakeholder participation should be expected to change the 
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shape of the process as it goes. It is unclear why Edenhofer and Kowarsch 
think they know what the process will look like, before any substantive in-
corporation of stakeholder participation. Conceivably, stakeholder participa-
tion might call into question the notion that policy implementation really is 
“outside the assessment- process per se” or that satisfactory problem analysis 
in terms of large- scale global climate change could really occur entirely prior 
to evaluation of local e+orts to cra< and implement successful small- scale and 
context- speci)c mitigation or adaptation strategies.

Or, stakeholder participation might undermine the presupposition that 
public debate with respect to properly narrowed down cartographic options 
ought to occur only at one, intermediate stage in the process of inquiry. 
Especially taking into account the inductive risk argument and the deeply 
pragmatist commitments of the PEM, the way that Edenhofer and Kowarsch 
focus their model on producing multiple policy options at one particular 
stage seems unprincipled and arbitrary. Why are only these options subject 
to public debate? Perhaps stakeholder participation will reveal that the really 
crucial value judgments and choices, from the public’s point of view, are ones 
that play a role much earlier in the process— in the problem analysis, or data 
characterization, or narrowing of options. Having admitted that it is not pos-
sible to fully defer the decisions about value judgments and incorporate all 
controversial value- laden questions into pathways in the cartographic project, 
the solitary placement of three policy options for public debate at the center 
of the process seems to be a rather haphazard result, and one that is unlikely 
to survive signi)cant stakeholder involvement.

!e need for stakeholder involvement raises crucial practical questions 
about what stakeholder engagement processes would look like. Detailed dis-
cussion of such processes is beyond the scope of the present essay, and while 
Edenhofer and Kowarsch emphasize the importance of stakeholder engage-
ment, they likewise are unable to provide details about how such engagements 
would work.20 !ere is, however, a rich and developing literature on public 
and stakeholder engagement and participation in science and science- based 
policy, which o+ers many proposals and raises many problems (see M.  B. 
Brown 2009, chs. 9‒10; M. J. Brown 2013; Douglas 2005, 2009, ch. 8; Elliott 
2011, ch. 5; Stern and Fineberg 1996). What is most relevant to our discussion 

20.   Edenhofer and Kowarsch also acknowledge that such a discussion is important, but they punt 
for lack of space. !ey do refer to the fact that “the IPCC WG III conducted an interesting multi- 
stakeholder meeting” in Washington, DC, in 2012 (Edenhofer and Kowarsch 2015, 62).
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is not the particular form of the public and stakeholder engagement process, 
but rather the role that engagement plays in the scienti)c inquiry and assess-
ment. Namely, the public and stakeholders must be the ultimate source of the 
objectives, outcomes, and values that guide the process. Because of the com-
plexities of the process, a variety of appropriate processes may be expected 
to play a role— some more direct, others more representative, some more 
and less deliberative, and so on. We suspect any guidance here to be fairly 
context- dependent. Certainly, as Douglas (2003) argues, scientists will o<en 
have to face the burden of making value judgments themselves, as they are 
the only ones with the technical competencies to do so. Stakeholder engage-
ment in some broad sense is necessary for the legitimacy of those judgments, 
but scientists cannot avoid the burden of judgment— the decision cannot be 
deferred.

In sum: we encourage Edenhofer and Kowarsch to revisit what is entailed 
by their commitment to the utterly value- laden, deeply pragmatist, and 
stakeholder- enriched consequences of the argument from inductive risk. 
Is it really possible to narrow down a range of possible “pathways” without 
making non- epistemic value- laden judgments? Can even just the proper di-
mension on which to represent possible outcomes be determined without a 
thoroughly pragmatist interrogation of not only the ends- in- view but also the 
interdependency of means with these ends? Would most stakeholders even 
want non- prescriptive recommendations of policy?

We think that the answer to each of these three questions is likely no. But 
even if we are wrong about that, anyone committed to the value- ladenness of 
science, the properly pragmatist nature of inquiry, and the necessity of stake-
holder involvement is also committed to the importance of asking these ques-
tions and not presuming to know the answers before acquiring su6cient data 
to resolve the inquiry. In short, we are asking for stakeholder participation to 
begin in earnest— in order to address the comprehensively value- laden nature 
of climate science, and with the possibility open of needing to revise expec-
tations about how the process of climate science advising is going to proceed 
once stakeholder participation begins.

Concluding Remarks

Despite our objections to the deferred- decision style response to the argu-
ment from inductive risk, we think that Edenhofer and Kowarsch’s PEM 
can still be a valuable tool. But this, we have argued, requires initiating stake-
holder participation.
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In the case of climate science advising, this correspondingly entails a shi< 
in focus: from thinking of IPCC reports as a )nished product to thinking of 
these reports as intermediate stages in an ongoing process of science- informed 
policymaking. In general, if science advisors are going to be consulting reg-
ularly with stakeholders and policymakers in the course of their assessment 
process (because they will need to be considering values and re- evaluating 
policy objectives in the course of this assessment process), then they will also 
require some mode of communication about the options in place. Far from 
trying to represent a choice between )nished “policy pathways,” the PEM 
could be used to represent the likely consequences for various choices in the 
middle of the assessment process. Stakeholder input and political discourse 
could help decide which is the best among those options, and the process 
could be iterated again with the next set of key choices.

But this alteration in thinking requires a parallel adjustment to the PEM. 
Even though Edenhofer and Kowarsch claim to think of the relationship 
between assessment and policy as part of an iterative feedback loop, their 
purportedly pragmatist model still contains a remnant of the old decision-
ist approach. On the decisionist model, assessment does its job, hands over 
the information to the policymakers, policymakers decide based on policy 
objectives and public values, and )nally the chosen policy is implemented. 
By thinking of the map of policy pathways as the end result of the scienti)c 
assessment process, the PEM fails to integrate science and policymaking to 
the degree necessary to make dynamic, scienti)cally informed policy choices 
in response to these problems. Yet as Edenhofer and Kowarsch themselves 
admit, the process requires constant feedback and only comes to a close when 
a policy is implemented and found, by subsequent monitoring, to be a stable 
solution to the particular problem it was put in place to resolve.

Finally, our critique of the PEM implies that an adjustment to the ar-
chetypal distinction between scienti)c experts and legislative policymakers 
is also required. Edenhofer and Kowarsch themselves call for “cooperative 
knowledge production and a role for mutual learning between experts and 
decision makers in environmental policy” (2015, 57). But our discussion has 
shown that science advisors are decision- makers, too, and as such are at least 
somewhat responsible to the public. Likewise, policymakers are (or ought to 
be) conceived of as experts in their own )eld— in the )eld of responding to 
public concern and of putting in place regulations, laws, institutions, and so 
forth to resolve those concerns. While scientists and policymakers are used to 
thinking di+erently about their responsibilities and working at di+erent time 
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scales, they need to learn to work according to a model of interdisciplinary 
collaboration, rather than in conceptually strict and opposing roles.

!ere is much to like about Edenhofer and Kowarsch’s approach:  their 
acknowledgment of the value- ladenness of science; their emphasis on post- 
implementation monitoring of policy, driving a feedback loop on the assess-
ment process; their guarding against misuse or misguided use of science as 
advocacy; and their attempt to forge a close relationship between science 
advisors and policymakers. But at the center of the PEM as Edenhofer and 
Kowarsch are currently presenting it, there is an unstable and incoherent 
compromise between the crucial insights inspiring the model, and the de-
mand that the work still draw a line between scienti)c assessment and policy 
processes— in order, we presume, that climate science advising retain a super-
)cial appearance of value neutrality.

At this point we can only reiterate something that Douglas herself, echo-
ing Hempel, said at the conclusion of her reintroduction of the argument 
from inductive risk to philosophers of science: “!e argument ‘I want X to 
be true, therefore X is true’ remains a bad argument, both within and without 
science” (2000, 578). !is is a point that pertains not just to those wary of 
biases in science but also to those who think science ought to remain purport-
edly value- free or that scientists can and should simply defer their decisions in 
response to inductive risk.
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